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The Setup

Suppose we have the model

Y = Xβ∗ + σε,

where Y ∈ Rn, X ∈ Rnxp, β∗ ∈ Rp and the noise vector ε ∈ Rn has
associated noise level σ > 0.
Define the active set by

S :=
{

j ∈ {1, . . . , p} : β∗j 6= 0
}

The sparsity level is s := |S |.
Consider p ≈ n or p � n but s < n, p
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The Setup

The initial estimators are

β̂ := arg minβ∈Rp

{
g(||Y − Xβ||22) + λ||β||1

}
(1)

The LS refitted estimators are

βŜ := arg min
ξ∈R|Ŝ| ||Y − XŜξ||

2
2 , βŜc := 0 (2)
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Results

For both prediction and estimation, LS refitting can be beneficial
(especially when the level of correlation in X is low). However, LS
refitting can be disadvantageous if both the design matrix is highly
correlated and the sparsity level is considerably larger than 1.

LS refitting can be advisable for estimation but exhibits better
performances for prediction.

[INTERLUDE: PRETTY PICTURES]
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Theorem

Theorem (Lederer, 2013)

With probability one, the LS refitted estimator (2) relates to the initial
estimator (1) as follows:

S = Ŝ

||β − β̂||q = ||(X T
Ŝ

XŜ)−1sign(β̂Ŝ)||q
λ

2g ′(||Y − X β̂||22)

||Xβ − Xβ∗||22 − ||X β̂ − Xβ∗||22 ≤ ||(X T
Ŝ

XŜ)−1sign(β̂Ŝ)||1
λσ||X T

Ŝ
ε||∞

g ′(||Y − X β̂||22)
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A Criterion

F (Ŝ) :=
1

|Ŝ |
|
{

j ∈ Ŝ : sign(β̂j) 6= sign(((X T
Ŝ

XŜ)−1sign(β̂Ŝ))j)
}
| ∈ [0, 1]

If F (Ŝ) ≤ c then use the LS-refitted estimator β. Otherwise, use the
initial estimator β̂.

The choice of c depends on whether we are interested in prediction or
estimation (e.g. c = 0.4 for prediction and c = 0.2 for estimation – these
are based on heuristic arguments that use the KKT conditions of Lasso).
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